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Abstract—In this research we aimed to identify distinguishing factors in software releases. For this purpose we analyzed the metrics of 26 software projects. These projects were release-based deliveries from two stable, experienced development teams. During the measurement period both teams transformed from a plan-driven delivery model (waterfall) to an agile approach (Scrum). Overall, we observed that these small release-based projects differ largely from non-release-based projects. Our research indicates that a combination of release-based working, a fixed and experienced development team, and a steady heartbeat contribute to performances that can be characterized as best-practice. The main contribution of this paper is that we found five success factors (all reducing development complexity) that result in best-of-class performance for small software releases.
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I. MOTIVATION

A. Problem Statement

From the measurement activities in three large companies (two Dutch banks and one Belgian Telecom Provider) we obtained a repository with primary data of 345 finalized IT-projects. During the analysis of this repository we noticed a special trend: a specific subset of small projects showed a best-in-class performance, that clearly stood out, in comparison with other IT-projects considering their performance on time and cost. When tracing these projects back to their origin, we found that all these projects were performed by two specific development teams.

This subset of best-in-class projects turned out to be a sample of 26 small software releases (all with a size between 5 and 57 FPs) that were performed by two specific software engineering teams. What was done differently here, compared to the other projects in the repository? What can we learn from these two teams? Which best-practices are they applying that lead to these results?

B. Research Objectives

To answer these questions, we decided to dive into these projects and, as such, attempting to reveal which specific conditions makes these small software releases more successful than others. Investigating the literature on small software releases, we could not find research results specifically focused at the performance of small software releases. This in itself is already surprising, because in practice we notice a clear trend towards smaller releases in higher frequencies. This can be clarified by an increasing amount of systems on which evolution takes place, and that are maintained using incremental (release-driven) approaches for software development.

Small software releases seem to become more relevant for the industry due to agile delivery models that all emphasize short-cyclic development and high frequent releases. As such, it makes sense to investigate how to make small software releases perform better. However, when looking, for example, at the publications in recent software measurement conferences, benchmarking and estimation of a specific subgroup of software engineering activities, small software releases, seem to be a relative greenfield activity.

In order to understand what caused the remarkably good performance of these releases, we narrowed our research to this set of 26 best-in-class software engineering releases. A first glance at the two specific teams showed that these teams went through a transition from a plan-driven delivery approach (waterfall) to an Agile one (using Scrum). Stimulated by the possibility to create more insight into the backgrounds of these software releases, and at the same time attempting to support senior IT-management in this company (who were driven by an ongoing search for cost savings, and needed to decide between either deploying Scrum to all their teams or outsourcing parts of the work to an IT-company in India), we decided to focus our study to the following two research questions:

RQ1: “What differences in the 26 best-in-class software releases can be found that explain their over-performance compared to the other measured projects and releases?”

RQ2: “To which extend can the transformation to Scrum in the investigated teams be an explanation for their over-performance?”

C. Context

The analyzed 26 small software releases were part of a larger collection of project data collected over a four-year period in a Dutch banking company. The complete repository did hold a variety of project data from different parts of the company, yet the sample that is analyzed in this research is about 26 releases from two teams that developed and maintained two Finance & Risk systems.

This paper is structured according to a proposed reporting structure for research reports, by Jedlitschka and Pfahl [1]. It subsequently discusses related work, research design, execution, analysis, interpretation, and conclusions and future work.
II. RELATED WORK

Various alternative studies have been performed on performance aspects of software enhancements and on small software releases in particular. In this section we discuss these alternatives and relate them with our research.

The staffing profile of both releases – average team size 3 FTE on level load with on average 5 people working in each team - matches with findings on ideal staffing in related studies. Rodriguez et al. [2] refers to Putnam [3] regarding the ideal team size, stating that productivity is higher for smaller teams with an optimum team size of 3 to 5 staff, but with very similar values for team sizes of 5 to 7 staff.

Sutherland et al. [4] studied best practices in a globally distributed Scrum environment and comes up with, as the paper states 'the most productive Java projects ever documented', with productivity figures of 15.3 function points per developer/month. However, a remark is in place here; Sutherland did not count the FPs itself; they are derived from the number of Source-Lines-Of-Code (SLOC). This method, also referred at as backfiring, is assumed to be less adequate than a normal FP-count, not reliable when the starting point is SLOC, and the method is not supported by any organization of measurement specialists [5].

Dybå and Dingsøyr [6] inventoried five aspects that conclude criticism by some practitioners and academics on agile development methods, including agile development is nothing new; such practices have been in place in software development since the 1960s, there is little scientific support for many of the claims made by the agile community, and agile development methods are suitable for small teams, but for larger projects, other processes are more appropriate. Out of 36 empirical studies on agile software development they found 4 studies that compared the productivity of agile teams with the productivity of teams using traditional development methods. The studies showed results that are difficult to fit together of resp. improvements of 337%, 42% and 46% of agile versus traditional, yet also a difference of -44% between agile and traditional. Also with respect to product size the examined studies where not consistent in their findings; results varied from delivery of 78% more lines of code in agile teams to no differences in delivered product size between agile and traditional teams. Finally Dybå and Dingsøyr conclude that in particular, agile project management methods, such as Scrum, warrant further attention. They see that there is a backlog of research issues to be addressed.

Sureshchandra et al. [7] studied the performance of 15 distributed agile and distributed non-agile projects, finding that schedule deviation of distributed agile projects was (X-7.31)% compared to distributed non-agile projects (X), and overall productivity of distributed agile projects was 1.11 better.

Estler et al. [8] compared 66 globally distributed industry projects, classified into structured and agile, on the correlation between process type and overall success, cost-effectiveness, team motivation, importance for customers, and amount of communication. The outcome of the study suggested that the correlations between process type were negligible and without statistical significance. Choosing an agile rather than a structured approach does not appear to be a crucial decision for globally distributed projects.

Ramasubbu et al. [9] analyzed the performance outcomes of 362 globally distributed projects from four different organizations, showing that there is a fundamental trade-off between productivity, quality and profits at the project configuration level. The research provided actionable insights that can help teams to choose configurations that help achieve preferred performance outcomes. Process choice can play an important role here; teams that are originally configured to boost quality could adopt a shorter planning range and more frequent release cycles, where teams configured for high productivity could boost quality and eventually profitability by incorporating structured processes and more disciplined planning.

Tan et al. [10] mention that incremental and iterative development (IID) models are now being used by many organizations to reduce development risks while trying to deliver the product on time. The main advantage of risk-driven incremental and iterative development is spreading and mitigating risks in small steps (meaning small loss). They measure a decreasing productivity over time when measuring six consecutive iterations.

Premrai et al. [11] investigated how software project productivity had changed over time. To do so a dataset of more than 600 Finnish projects, including 65 from the banking sector that were collected since 1978 were analyzed. Overall an improving trend was measured, however less marked since 1990. The trend varied over companies and business sectors. There is no evidence of diseconomies of scale. New projects tend to be significantly larger in size than maintenance projects.

Boehm [12] states that software projects are nowadays growing larger in size and become more and more complicated while delivery requires faster turnaround time. He points out that analysis of the relative home grounds of agile and plan-driven methods found that agile methods were most workable on small projects with relatively low at-risk outcomes, highly capable personnel, rapidly changing requirements, and a culture of thriving on chaos vs. order.

Top et al. [13] mention that primary inputs of an estimation model are software development effort and software size. Although all off the publicly available repositories they evaluated in their research include size and effort; data lacks detail to create reliable estimation models. Effort for different phases of software development life cycle or for each work task in work breakdown structure is not available. Besides that, non-availability of details on size results in validation problems.

III. RESEARCH DESIGN

A. Goals, hypotheses and variables

The goal of the analysis is to prove whether the 26 software releases indeed perform better than the average of the repository with 345 software projects, looked at from the point of size, duration and project cost. And, if so, what factors can explain that over-performance. A second goal is to identify whether a transformation to Scrum can be an explanation for that over-performance.
Based at these goals the following hypotheses were defined:

H1: Time-to-market (in Days/FP) of 26 releases was better than average time-to-market in the repository, where Time-to-market is calculated as (1) a weighted average over the total repository and as (2) a weighted average at the average size of the analyzed sample.

H2: Productivity (in Cost/FP) of 26 releases was better than average productivity in the repository, where Productivity is calculated as (1) a weighted average over the total repository and as (2) a weighted average at the average size of the analyzed sample.

H3: Performance of Scrum releases (in Days/FP and Cost/FP) was better than plan-driven releases.

In order to validate these hypotheses variables with regard to size, duration and cost of releases and projects are collected and analyzed.

B. Design

The research was performed as an observational study; during the measurement period we worked directly between the release-teams. We were able to observe the implementation of Scrum in the everyday practice of the development team and ask questions directly when they popped up.

C. Subjects

The method used for subject sampling was based at quantification of both duration and cost of a repository of 345 finalized IT projects that were collected over time by members of three measurement teams within three different organizations. For all inventoried projects size was measured in Function Points (FPs). Project duration (measured from the start of the project initiation to technical Go Live and project cost (all project related cost excluding investments (e.g. software license costs) were measured. We focused the research at the characteristics that could explain the over-performance of a specific group of small software releases within this repository.

D. Objects

The research itself focused at 26 software performed on two Finance & Risk applications in the same organization, that all but one performed as Good Practices, meaning that both duration and cost were assessed to be better than average. One release performed better than average for project cost, yet the duration took longer than average. The reason for this relatively longer duration was the relatively small size of 5 FP.

E. Instrumentation and data collection

All projects in the repository were collected and analyzed according to the so-called Five Core Metrics method [14]. This method is closely related to the SEI Core Metrics, a standard set of process-based software engineering metrics [15] [16] (Size, Duration, Effort/Cost, and Defects/Incidents). For recording and analyzing purposes the QSM SLIM-toolset was used.

F. Analysis procedure

In the analysis of the sample data trends and specific effects with regard to release size, time, and cost will be inventoried.
The implemented size of the analyzed small software releases was measured in a number of function points (FPs), based on the set of functional requirements that was prepared for each separate release. For all releases that performed according to a Scrum delivery approach (2012-01 and on) the delivered size was measured in a number of story points (SPs) too. The SPs where measured by the release-team itself.

Once a draft Project Close Report was prepared this was discussed by the measurement specialist with the responsible project manager. During this interview the project manager was asked to come up with an inventory of reasons that could explain the success or failure of the project. These reasons were in cooperation with the measurement specialist translated to one or more keywords. The reasons and the keywords were included in a final version of a Project Close Report.

Tables II and III give an overview of the number of requirements per release, in relation to the size measured in FPs and in SPs. Looking at both inventories there’s no clear coherence between the number of requirements, the number of FPs and the number of SPs. In a number of cases requirements were only about non-functional aspects, not leading to any FPs. However, these requirements could have led to SPs. And on the opposite, some requirements did result in many relatively FPs, or of cases requirements were included in a final version of a Project Close Report.

Tables II and III give an overview of the number of requirements per release, in relation to the size measured in FPs and in SPs. Looking at both inventories there’s no clear coherence between the number of requirements, the number of FPs and the number of SPs. In a number of cases requirements were only about non-functional aspects, not leading to any FPs. However, these requirements could have led to SPs. And on the opposite, some requirements did result in many relatively FPs, or of cases requirements were included in a final version of a Project Close Report.

### Table II: Data per Small Software Release of System A

<table>
<thead>
<tr>
<th>Release ID</th>
<th>#Req</th>
<th>#FP</th>
<th>Duration</th>
<th>Cost (EUR)</th>
<th>Cost/FP</th>
<th>Cost/SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 2011-08</td>
<td>16</td>
<td>22</td>
<td>-</td>
<td>2.50</td>
<td>41,790</td>
<td>1,900</td>
</tr>
<tr>
<td>A 2011-09</td>
<td>8</td>
<td>26</td>
<td>-</td>
<td>2.48</td>
<td>41,034</td>
<td>1,578</td>
</tr>
<tr>
<td>A 2011-10</td>
<td>13</td>
<td>49</td>
<td>-</td>
<td>2.48</td>
<td>26,586</td>
<td>543</td>
</tr>
<tr>
<td>A 2011-11</td>
<td>14</td>
<td>31</td>
<td>-</td>
<td>2.48</td>
<td>41,370</td>
<td>1,335</td>
</tr>
<tr>
<td>A 2011-12</td>
<td>25</td>
<td>47</td>
<td>-</td>
<td>2.48</td>
<td>29,358</td>
<td>625</td>
</tr>
<tr>
<td>A 2012-01</td>
<td>7</td>
<td>16</td>
<td>-</td>
<td>2.54</td>
<td>49,266</td>
<td>3,079</td>
</tr>
<tr>
<td>A 2012-02</td>
<td>39</td>
<td>14</td>
<td>26</td>
<td>33,222</td>
<td>2,373</td>
<td>1,278</td>
</tr>
<tr>
<td>A 2012-03</td>
<td>20</td>
<td>21</td>
<td>57</td>
<td>2.50</td>
<td>30,912</td>
<td>1,472</td>
</tr>
<tr>
<td>A 2012-04</td>
<td>14</td>
<td>13</td>
<td>75</td>
<td>2.48</td>
<td>18,228</td>
<td>1,402</td>
</tr>
<tr>
<td>A 2012-05</td>
<td>18</td>
<td>48</td>
<td>48</td>
<td>2.50</td>
<td>40,530</td>
<td>844</td>
</tr>
<tr>
<td>A 2012-06</td>
<td>11</td>
<td>41</td>
<td>29</td>
<td>2.48</td>
<td>37,002</td>
<td>902</td>
</tr>
<tr>
<td>A 2012-07</td>
<td>22</td>
<td>32</td>
<td>45</td>
<td>2.48</td>
<td>41,139</td>
<td>1,286</td>
</tr>
<tr>
<td>A 2012-08</td>
<td>26</td>
<td>55</td>
<td>27</td>
<td>2.50</td>
<td>31,878</td>
<td>580</td>
</tr>
</tbody>
</table>

### Table III: Data per Small Software Release of System B

<table>
<thead>
<tr>
<th>Release ID</th>
<th>#Req</th>
<th>#FP</th>
<th>#SP</th>
<th>Duration</th>
<th>Cost (EUR)</th>
<th>Cost/FP</th>
<th>Cost/SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>B 2011-08</td>
<td>15</td>
<td>52</td>
<td>-</td>
<td>2.50</td>
<td>49,728</td>
<td>956</td>
<td></td>
</tr>
<tr>
<td>B 2011-09</td>
<td>13</td>
<td>28</td>
<td>-</td>
<td>2.48</td>
<td>33,096</td>
<td>1,182</td>
<td></td>
</tr>
<tr>
<td>B 2011-10</td>
<td>9</td>
<td>30</td>
<td>-</td>
<td>2.50</td>
<td>26,586</td>
<td>886</td>
<td></td>
</tr>
<tr>
<td>B 2011-11</td>
<td>12</td>
<td>9</td>
<td>-</td>
<td>2.48</td>
<td>41,370</td>
<td>4,597</td>
<td></td>
</tr>
<tr>
<td>B 2011-12</td>
<td>4</td>
<td>30</td>
<td>-</td>
<td>2.48</td>
<td>29,358</td>
<td>979</td>
<td></td>
</tr>
<tr>
<td>B 2012-01</td>
<td>4</td>
<td>5</td>
<td>43</td>
<td>2.54</td>
<td>35,537</td>
<td>7,107</td>
<td>862</td>
</tr>
<tr>
<td>B 2012-02</td>
<td>10</td>
<td>18</td>
<td>35</td>
<td>2.48</td>
<td>35,957</td>
<td>1,998</td>
<td>1,027</td>
</tr>
<tr>
<td>B 2012-03</td>
<td>7</td>
<td>24</td>
<td>25</td>
<td>2.50</td>
<td>34,823</td>
<td>1,451</td>
<td>1,393</td>
</tr>
<tr>
<td>B 2012-04</td>
<td>9</td>
<td>20</td>
<td>51</td>
<td>2.48</td>
<td>44,021</td>
<td>2,201</td>
<td>863</td>
</tr>
<tr>
<td>B 2012-05</td>
<td>5</td>
<td>25</td>
<td>45</td>
<td>2.50</td>
<td>33,899</td>
<td>1,356</td>
<td>753</td>
</tr>
<tr>
<td>B 2012-06</td>
<td>10</td>
<td>41</td>
<td>21</td>
<td>2.48</td>
<td>32,429</td>
<td>801</td>
<td>1,564</td>
</tr>
<tr>
<td>B 2012-07</td>
<td>8</td>
<td>57</td>
<td>14</td>
<td>2.48</td>
<td>32,429</td>
<td>569</td>
<td>2,316</td>
</tr>
<tr>
<td>B 2012-08</td>
<td>5</td>
<td>10</td>
<td>-</td>
<td>2.50</td>
<td>32,765</td>
<td>3,277</td>
<td></td>
</tr>
</tbody>
</table>
C. Validity procedure

All data used in the research was collected by one or more measurement specialists from several measurement teams within three organizations. The data for the 26 small software releases was collected by an experienced measurement specialist that also performed a Function Point Analysis (FPA). FPA was performed based at sets of final release documentation that were delivered by the project manager. A review on the FPA was performed by an experienced FPA specialist from the organizations measurement team. All FPAs were performed according to NESMA functional size measurement method conform ISO/IEC 24570 [17].

After data collection and performing a FPA for every release a draft Project Close Report was prepared, showing the inventoried data per release and an analysis of time, cost and quality versus size (in FP). In this report the performance of a specific release was compared to the overall performance trends of the organization.

V. Analysis

A. Descriptive statistics

As shown in Figure 3 all but one of the 26 software releases performed better than average when measured on size versus duration and cost. One release did not perform as a Good practice. However release cost were below average, the duration per FP of this release was longer than average, caused by a relatively small size of 5 FPs. For the analysis of the 26 releases subsequently the effects on size, time and cost are discussed.

B. Effects on Size

Looked at from a functional size point of view all software releases in the analysis (see Tables II and III) can be characterized as small; they ranged from 5 to 57 FP, the mean was 29 FP, the median was 27 FP. The mean number of requirements within one release was 13; ranging from 4 to 39 requirements per release. The content of the requirements varied from major non-functional (e.g. performance improvement of functions or solving a security issue) to building and implementing new user functionality. Requirements were beforehand in close cooperation with representatives of the business (e.g. the Product Owner) documented in so-called user stories [4] in a standard Scrum format (e.g. “as a user of the risk analysis functionality of System A, I need to see monthly reports on usability of the system, in order to steer properly on system security…”). These stories were assessed to be at a too high level for a function point analyst to properly count the size of the requirement (or the story).

Once a user story was put on the backlog for a specific release (e.g. the Product Owner decided to have the specific requirement implemented in a release) the story was documented more in detail by one of the release-team members.
After building and testing was finalized sometimes an update on these functional documents was performed. In practice these documentation actions were performed by the same team member that did the building and a part of the testing of a requirement. An assessment on the quality of this functional (and often technical) set of documentation showed that a function point count (in the case of this analysis a so-called ‘global count’ [17]) could be performed without too many assumptions.

Table IV shows the throughput that was delivered by each release-team on a yearly basis was approximately between 330 and 400 FP. However, due to a steady heartbeat this throughput was not delivered in one time to the business yet in small, monthly portions.

**C. Effects on Time**

All small software releases from the analyzed sample were performed according to an equal schedule. In a so-called Ready stage the Product Owner was building the backlog for the coming two sprints. This ready stage always took about a month and was performed while the enhancement team was working on two sprints of the actual, ongoing build and test stage. When needed members of the release-team supported the Product Owner by working out specifications for the upcoming sprints, based at user stories. At a fixed date of every month (usually the 21<sup>st</sup> of every month) the release-team started the first sprint of a new release, followed after two weeks by a second sprint. At the end of each sprint a demo was given to business representatives. The constructed solutions were tested (UAT and a Production Test) and deployed once every month (usually in the third week of each month and made available for end users of the systems (Go Live). After Go Live the release-team was for about two weeks available for aftercare work, while they already were working on a next release. On average the release duration was 2.5 months, ranging from 2.4 to 2.6 months.

When looking at the upper left plotter chart in Figure 1 it is obvious that all analyzed small software releases took the same duration of approximately 2.5 months. The graph on duration shows that the releases form a horizontal line-shape due to the varying size in FP on the horizontal axis and the duration that’s almost equal for all releases on the vertical axis.

Size was measured in both FPs and SPs. Looking at the outcome of these measurements (see Figures 1 and 2 and Tables II and III) we see that no clear coherence is visual between size in FP and size in SP. As a result of this no cohesion between Cost/FP and Cost/SP is seen.

**D. Effects on Cost**

Figure 2 and 3 give an overview of the cost per size unit of the small software releases over a period of thirteen months. Cost per size unit is expressed in two metrics here; Cost per Function Point (Cost/FP) and Cost per Story Point (Cost/SP).

**E. Scrum versus plan-driven**

Driven by the transformation from a plan-driven (waterfall) delivery approach to an agile delivery approach (Scrum), we compared the outcome of the performance analysis of small software releases that were performed in a structured way with those that were performed according to Scrum. Table IV shows that both Time-to-Market and Productivity are on average better within a structured approach (resp. 2.33 Days/FP and 1,112 Euro/FP) than within Scrum (resp. 2.76 Days/FP and 1,883 Euro/FP).

**F. Data set reduction**

No data was excluded from the dataset. Exclusion of outliers was not applicable for the analyzed release and project data.

**G. Hypotheses testing**

Table IV shows that the (weighted) average Time-to-market (in Days/FP) of the analyzed sample releases (2.58 Days/FP) is not better than the Time-to-market of the 107 release-based projects from the repository (0.89 Days/FP) and the (weighted) average Time-to-market of non-release-based projects from the repository (1.12 Days/FP). Hypothesis H1(I) (Time-to-market (in Days/FP) of 26 releases was better than (weighted) average Time-to-market in repository) – when measured as a comparison with the Time-to-market of the whole repository - can be concluded not to be true.

### TABLE IV. SUMMARY OF CORE METRICS AND PERFORMANCE INDICATORS

<table>
<thead>
<tr>
<th>Metric</th>
<th>Releases System A and System B</th>
<th>Total Metrics Repository</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Number of Projects (n)</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Throughput (FP)</td>
<td>415</td>
<td>349</td>
</tr>
<tr>
<td>Average project size (FP)</td>
<td>32</td>
<td>27</td>
</tr>
<tr>
<td>Avg. duration (Months)</td>
<td>2.49</td>
<td>2.49</td>
</tr>
<tr>
<td>Avg. effort (PHR)</td>
<td>423</td>
<td>423</td>
</tr>
<tr>
<td>Avg. cost (EUR)</td>
<td>35,563</td>
<td>35,571</td>
</tr>
<tr>
<td>Avg. Time-to-Market (Days/FP)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.37</td>
<td>2.82</td>
</tr>
<tr>
<td>Avg. Productivity (Cost/FP)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1,114</td>
<td>1,325</td>
</tr>
</tbody>
</table>

<sup>a</sup> Time-to-Market and Productivity are calculated as a weighted average, with Size as the weighting factor. Time-to-Market is measured in a number of Calendar days per FP.

<sup>b</sup> Throughput (FP) and Cost per SP.
However when the Time-to-market of the analyzed sample releases is compared with release-based and non-release-based projects from the repository with a corresponding average size of 29 FPs this view is different. Average Time-to-market at 29 FPs in the repository is 3.64 Days/FP. When compared to releases and projects from the same size category (small releases) the Time-to-market of the sample releases is significantly better. Hypothesis H1(2) can be concluded to be true in that case.

Table IV shows that, opposite to our conclusion on Time-to-Market, the (weighted) average Productivity of the analyzed small software releases (1,210 Euro/FP) is significantly better than the (weighted) average Productivity of other release-based projects (2,610 Euro/FP) and of non-release-based projects from the repository (3,020 Euro/FP). Therefore hypothesis H2 (Productivity (in Cost/FP) of 26 releases was better than average productivity in repository) can be concluded to be true. This is applicable for both H2(1) and H2(2).

We conclude that, looked at from the point of performance indicators, the transformation to Scrum did not lead to better results. Hypothesis H3 - Performance of Scrum releases (in Days/FP and Cost/FP) was better than plan-driven releases (waterfall) – can be concluded not to be true. However, we did not measure any data on user experience (e.g. user satisfaction) or delivered value; maybe a positive effect of the transformation can be found here. In addition to our remark on future research on the subject of user experience in relation to Time-to-Market, we feel that there is a valid ground for additional analysis on user satisfaction combined with added value to the business and end-user with regard to plan-driven versus Scrum.

VI. INTERPRETATION

A. Evaluation of results and implications

A valid explanation for the outstanding performance of both release-teams might be concluded from the analysis showing that they work according to a steady monthly heartbeat, resulting in almost perfectly the same release durations over time. Table IV shows that the average Time-to-Market of the small software releases (2.33 Days/FP) is not as good as the Time-to-Market of other software releases (0.89 Days/FP) in the repository that is used for comparison; yet the steady heartbeat of the small software releases makes that end-users get a portion of new and adjusted user-functionality every month instead of all-in-once after on average 6.6 months. However, on a yearly basis the delivered throughput of the analyzed small software releases (330-400 FP) is higher than the average throughput of other software releases (226 FP).

Furthermore it is worth mentioning that we found (during the 2 month observation period when we worked closely to the teams) that both teams already worked with many practices that are considered Agile before the official transformation to Scrum was made. The major additions from the introduction of Scrum were limited to a better defined role of the Product- owner, the use of Story Points (SPs) as a size metric for estimation purposes, and a more compelling approach on daily standup meetings (before that daily meetings were already present, yet less standardized and formal). The typical Agile practices that these teams already performed before the transformation were:

1. the scope of each team was limited to one single application;
2. both teams were stable and experienced;
3. a planning and estimate capability that was based at a common responsibility of the development-team;
4. a close feedback-loop between user and supplier existed, however rather informal;
5. a release-based way of working was implemented;
6. both teams were delivering developments, enhancements and maintenance according to a steady, fixed heartbeat.

All these aspects are mentioned in the Agile Manifesto [18]. As such, we must be honest that these two teams cannot be considered as a representative example to measure whether a transformation of Scrum gives measurable benefits.

The question can be raised whether the choice of a delivery model is an important success factor with regard to small software releases. Since the outcome of the analysis does not show significant improvements after transformation to Scrum, one might think this is not the case. However, we conclude that both release-teams already before the transformation worked release-based mapped on a single application; they already combined a fixed and experience release-team with a close feedback-loop with end-users, and delivered according to a steady, monthly heartbeat. These success factors are in fact already part of a Scrum approach and showed to be determinant for a good performance. Our data did not reveal additional benefits after the transition. Formalizing Scrum for these two teams did not cause any new success factors for both teams within the available data.

Probably the transformation can be assumed to be driven by a wish of the senior management to connect to the ongoing concern-wide advertising campaign on “Scrum-as-the-promise-for-the-future”; not realizing that they actually were doing so already to a large extend, without the formal label “Scrum” put on it.

B. Limitations of study

This paragraph discusses threats to validity; where internal validity refers to whether the study supports the findings. The data used in this research was collected by multiple teams of measurement specialists from various IT organizations. Data was initially derived from formal project administrations which also formed the basis for management reports and enriched by review by project managers and release-team managers of the assessed projects and releases. For the measurement of the size of the project, use was made of a formalized ISO FSM standard [17]. However within the organization was experimented with various size measures FP were chosen used as the least bad alternative [19]. Function Points are independent from programming languages, software engineering processes, delivery models and sourcing strategies, and therefore a good source for cost estimations and benchmarking [20]. Function points are generally consistently and can be used with an acceptable degree of accuracy [21] [22]. The function point analysis for this research was performed by highly trained and experienced specialists, in many cases a CFPA certified expert.
the specifically analyzed small software releases was performed by an experienced FPA specialist and reviewed by two IT-metrics team-members (one of them certified CFPA).

The applied primary programming language for both release-teams was Oracle. However, due to the fact that the measurement repository of 345 projects that we used for the analysis did not contain enough comparable projects or releases (most were using programming languages like Java, .Net and COBOL) we could not include the technical environment of the software releases in our analysis. As such, we cannot formally exclude that the higher performance was only technology driven, though this seems unlikely.

C. Inferences

With regard to generalization of our research on the performance characteristics of small software releases given the findings and limitations, we looked at a subset of solution delivery activities performed within one specific large banking organization. As such, our findings are limited in their external validity. Future research within other companies, and other delivery environments, is needed to support generalization of our findings.

With regard to the used research method; our research showed that the used measurement and analysis method supports performance measurement in different delivery models (e.g. structured and scrum). We experienced the model to be a good tool for an organization that strives to continuous improvement. In the studied organization, whereas in many other companies ongoing judgment of the overall performance of suppliers is key, the objectivity and transparency of the method is still appreciated as a valuable tool by CIO’s, business managers, senior IT managers, portfolio managers, and procurement officers. We therefore think our approach can be valuable for other organizations too and can work as an example.

VII. CONCLUSIONS AND FUTURE WORK

A. Relation to existing evidence

In this paper, we examined the performance of a series of 26 small software releases, that were performed on two Finance & Risk systems within a large banking organization during a period of thirteen months. The performance of the small software releases was compared with a measurement repository of 345 projects that were performed within three different organizations over a period of four years. We were able to determine several factors that determine why the analyzed small software releases are assessed as best-in-class.

Overall, we found that five success factors, all about reduction of complexity of the software development environment, were detrimental for the best-of-class performance of the analyzed small software releases. Four of these factors were assessed in earlier research we performed, the fifth was found specifically as a result of the analysis we performed for this paper, and was about a steady, monthly heartbeat. Once every month a Go Live moment occurred; the average duration of the releases was 2.49 months, with a negligible standard deviation. Summarized, we found that projects that were able to:

1. limit the scope of the project to a single application,
2. work in a series of releases (touching a single application at a time),

The outcome of our study seems to emphasize the conclusion of Boehm [12] that small, iterative enhancement releases show best-in-class performance results. The effects of economy of scale do result in a better-than-average productivity and however time-to-Market is somewhat higher than average, this is in practice corrected due to a steady monthly heartbeat.

B. Impact

In this study we examined the performance of a series of 26 small software releases, that were performed on two Finance & Risk systems within a large banking organization during a period of thirteen months. The performance of the small software releases was compared with a measurement repository of 345 projects that were performed within three different organizations over a period of four years. We were able to determine several factors that determine why the analyzed small software releases are assessed as best-in-class.
3. work with stable (global) software teams to work for longer periods together,
4. increase close cooperation to establish a short feedback loop between user and supplier, and
5. delivered solutions according to a steady, monthly heartbeat,

performed measurably better than other projects, especially where it comes to Time-to-market and Productivity. Besides that, we found that in these specific circumstances a transformation from a plan-driven delivery approach (waterfall) to Scrum did not result in any performance improvements within the available data. Furthermore, one can argue that the above five factors are all found almost literally within the practices and principles of the Agile Manifesto [18].

C. Limitations

Planning and estimating of releases was performed by the release-team itself, based at the results of one or more planning poker sessions [23]. Unfortunately for the analysis no data was available on both planned FPs or SPs at the beginning of a release.

The choice of the senior management to use these small software releases as a research case to justify a company-wide future transformation from structured to Scrum seems to be not very well picked. Small software releases show a different performance pattern from other projects, both release-based and non-release-based. The steady, monthly heartbeat, fixed and experienced release-team, short but steady duration, approximately equal cost per release are characteristics of small software releases, but do not match new development projects at all. As such, the selected two teams are a priori already weakly representative for the majority of development projects in this specific organization.

Limited data was used for the paper. We accept that the choice of the senior management to use these small software releases as a research case to justify a company-wide future transformation from structured to Scrum seems to be not very well picked. This might question the reliability of the limited data.

Our research showed that the formal transition to Scrum for these two release-teams were limited; the differences in performance outcome within the available data are negligible. Our interpretation is that both release-teams already worked in a “Scrum avant-la-lettre” kind of way and that the proposed transformation was a more or less formalized implementation of what they already did to a large extent. In addition did the idea to source parts of the work to a low-wage country (e.g. India) ignored that globally distributed Scrum teams usually face a number of challenges as project distribution impact on communication, coordination and collaboration processes [24].

D. Future work

We did not collect any data on the user experiences (e.g. user satisfaction) with regard to small software releases, yet an assumption is that the end-user might have the feeling that, due to the steady monthly heartbeat of small software releases, the ‘Time-to-Market is quite good compared to releases that deliver all-in-once after more than 6 months. This is, clearly, an interesting subject for future research.
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